ESG Notes for 04-05-07

GOAL of the Meeting: The goal of this meeting was to find out which subgroups can start working in parallel and which subgroups are dependent (or independent) on other subgroups. Also the leaders of the subgroups can report their group’s progress at any Thursday AG session, but they must report to the group’s progress every third week. The reporting process is to include: progress made, collaboration efforts with other subgroups, and the path forward.

From appendix A below, there are currently 20 subgroups. Ranging from high to low priority. We will need to be careful about running too many things in parallel (for obvious reasons – workforce overload, priority of development, dependence on other subgroups, etc.)

Group Agreement: Start working on the next UI interface. Have the UI group review the current ESG interface at both portals sites (NCAR and LLNL) and come up with a list of suggestions to present to the group. (For example, the search interface that is different at both sights.) Start by looking at the survey results sent out by NCAR and LLNL. (Dean and Don will supply the survey feedback.) This group will be headed by Jens Schwidder and the group participants are: Kyle Halliday, Jeremy Malczyk, Stephan Zednik, Dan Fraser, Nate Wilhelmi, Luca Cinquini, Gary Strand, Don Middleton, and Dean Williams. (Anyone from PMEL? How about Jeremy?) All participants will help Jens understand how the climate community interfaces with ESG.

Group Agreement: CCSM Data Organization will also start working in parallel. Gary will work on this.

(Concern: How are we going to prevent working on areas that overlap and prevent duplication of efforts? This is a collaboration issue between the groups. The AG reporting efforts should help solve this problem. The PIs will monitor and see if the AG reporting efforts solves this concern.)

Group Agreement: Interface with John Drake’s summer student on the Kepler open-source scientific workflow system. (Dave and Arie brought this up.) Is this something where the ANL folks will want (or need) to be involved?

Group Agreement and Discussion: Bulk Transfers headed by Alex. Expiration of files caching and bulk movement of data via the portal. Need suggestions on how to do this within the portal. (Need to work with Luca or someone from NCAR (perhaps Nate?) to get releasing of file through the portal.) No new version of SRM is needed for this new feature or security.  New version should be ready in two weeks, but Alex suggests that we wait a little while to work through bugs. Have ESG people look at DML while we are working on other things in parallel. (It was suggested that Jens look at the DML interface to see if it can be improved and interfaced into the new ESG UI.) (It was suggested by Dave to make bulk transfers from one data node to another. How can we integrate this into the system better? We need a group to look at this and to see how security plays a role in this.) Use DML to move from one site to another site via the web portal. (Use case, the user fills up their shopping cart, then says move to this data to the node point.)

Group Agreement and Discussion: OPeNDAP-g and aggregation headed by Peter Fox. Everything is on hold and waiting for the metadata group to complete work with the metadata specs. This group is working on additions for security and file out within OPeNDAP-g. They have re-implemented the architecture to enhance ESG’s ability to deploy out of the box Gateways and data servers. (This is basically done, but not integrated on the portal yet. Waiting for the security API.) Will run on the development portal when Luca returns. Also working with Dan (and ANL) in regards to re-implementing GridFTP protocol.

The task group has not been equally informed of the progress. To help inform others, Peter has setup an folder on the ESG-CET Plone site to let others know what is going on and sent out an e-mail message to let them comment and inform others on what they have been working on. Jose, Patrick, and Stephane looking at overlap of server-side development (i.e., plug-ins). Jose has a parallel grid computation running on the back-end server.

Group Agreement: Analysis and Visualization client and server side group will work on usage cases for application users. They are to come up with use cases first then present to the group. (This use cases will be put on the Plone website.) Work with the OPeNDAP community to work on server-side processing and standard practices on how server-side processing will be done. We should participate and have a voice at this OPeNDAP sever-side analysis workshop. (Dave Brown and Roland volunteered to participate in this workshop.)

Group Agreement: All ESG-CET documents will be put on the http://esg-pcmdi.llnl.gov/ website. Each subgroup will have a separate folder, which will show their progress and path forward. 

Group Agreement and Discussion: Put use cases on the ESG Plone website. If you cannot access and edit the site: http://esg-pcmdi.llnl.gov/documents, please send e-mail to Kyle Halliday @ halliday1@llnl.gov. This site will be used for the ESG-CET document repository. We got sidetracked and discussed Subversion and Trac, but no finally discussion has been made on the offical use of Subversion and Trac for ESG-CET. A number of groups on the call use these two products, but as Arie suggested, the main thing is that we insist that everyone use whatever we all agree upon. Again, so far, we all agree to use Plone as ESG-CET’s document repository. (Kyle sent out an e-mail describing the use of Plone as suggested by this call. See “Getting Started” on the website.) The leaders of subgroups agreed to start a folder for their area. (Someone will look into RSS feeds. Don agreed to test this out? See the following website: http://trac.edgewall.org/wiki/TracRss.

Group Discussion: Discovery and Federated Metadata. Ann has a question on what was agreed upon at this point, but it seemed to be based on the Metadata model and the use of triple store. Ann will discuss in a subgroup meeting the concerns and hash out the issues. 

Group Agreement: At the next meeting, the four subgroups (i.e., Metadata, Security, Metadata Federation, and Product Services) will explain their path forward and explain how things will go forward.

Special Thanks: Dr. Susan Soloman, co-char of the IPCC Working Group 1 thanked everyone involved in archiving and disseminating the IPCC data. This thanks was relayed to the ESG team. Thanks!!!

Appendix A: Subgroups

To help facilitate our progress, we formed subgroups to complete a number of critical tasks. We have listed these subgroups and the lead and group members as discussed at a previous all-hands meeting. If anyone is not engaged in any of the subprojects, please let one of the executive team members know (i.e., Dean, Don, Ian, and Dave). The subgroups and task are as follows:

1st Priority subgroups:

· Principal Architect (Urgent): 

· Lead: Luca Cinquini (6 month term limit), Roland Schwitzer?

· Metadata & Metadata (Urgent):

· Key Interactions: Catalog Services, Data Producer

· Lead: Bob Drach (Second in charge: Luca Cinquini)

· Participants: Luca Cinquini, Mei-Li Chen, Gary Strand, Phil Jones, Michael Ham?

· Security Services, Security Enforcer (Urgent):

· Key Interactions: User Management, all components, site security, TG security

· Lead: Dan Fraser (Second in charge: Frank Siebenlist?)

· Participants: Patrick West, David Bernholdt, Luca Cinquini, Bob Drach, Peter Fox, Don Middleton, Frank Siebenlist?

· Federated Metadata (Urgent):

· Lead Ann Chervenak

· Participants: Bob Drach, Luca Cinquini, Peter Fox, Don Middleton, Line Pouchard

· Portal Interfaces (Moderate):

· Key Interactions: User Registration/Mgmt, Monitoring, Metrics, Notifications, Query/Browse/Request Svcs, Analysis/Viz)

· Lead: Jens Schwidder will replace Luca Cinquini (Second in charge: Nate Wilhelmi?)

· Participants: Kyle Halliday, Jens Schwidder, Jeremy Malczyk, Stephan Zednik, Dan Fraser, Nate Wilhelmi?

· User Registration & Management

· Key Interactions: Security Services

· Lead: Luca Cinquini (temporary) (Second in charge: Kyle Halliday)

· Participants: Gary Strand, Kyle Halliday

· Catalog Services, Query/Browse/Request Services

· Key Interactions: Notification Services, Metadata Service

· Lead: Kyle Halliday (Second in Charge, Nate Wilhelmi)

· Participants: Jose Garcia, Ann Chervenak, Bob Drach, Luca Cinquini, Rob Schuler, Gary Strand, Patrick West, Nate Wilhelm
·  Product Server: Caching & File Management

· Lead: Arie Shoshani (Second in Charge: David Bernholdt) 

· Participants: Alex Sim, David Bernholdt, NCAR?, Ann Chervenak

· Product Server: Bulk File Transfer

· Lead: Alex Sim

· Participants:  Alex Sim, Dan Fraser, Aniruddha Shet

· Product Server: Aggregation, Subsetting, Delivery (data object & file out)

· Lead: Peter Fox

· Participants: Alex Sim (delivery), Jose Garcia, Patrick West, Luca Cinquini, Bob Drach, Stephan Zednik, Aniruddha Shet (delivery)

· Product Server: Analysis, Visualization (client-side, server-side)

· Lead: Roland Schwitzer (Second in Charge: Dean Williams)

· Participants: Jim Ahrens (distance vis), Dave Brown, Dean Williams, Steve Hankin

· CCSM Data Organization (low-hanging fruit)

· Key interactions: CCSM

· Lead: Gary Strand

· Participants: Gary Strand

2nd Priority Subgroups:

· Monitoring (Global, Gateway, Node)

· Key Interactions: All

· Lead: Ann Chervenak

· Participants: David Bernholdt, Patrick West, Alex Sim, Aniruddha Shet, Mei-Hui Su

· Product Server: Resource Utilization and Query Estimation

· Possible leverage: LAS

· Lead: Alex Sim

· Participants: Steve Hankin, Alex Sim

3rd Priority Subgroups

· Notification Services

· Key interactions: Catalog Services, Publication Services

· Lead: Gary Strand?

· Participants: Phil Jones, Michael Ham?

· Registry

· Key Interactions: Request Planner

· Lead:

· Participants:

· Optimization

· Key Interactions: Monitoring, ?

· Lead:

· Participants:

0th order subgroups: 

· CCSM Data Organization (low-hanging fruit)

· Key interactions: CCSM

· Lead: Gary Strand?

· Participants:

· Live Model Interface

· Key interactions: ESMF, Curator, CCSM

· Lead: Gary Strand?

· Participants:

· Engagement of IPCC Partners on Data and Science

· Key interactions: BADC, GFDL, NCAR, PCMDI, trans-Pacific

· Lead: Dean Williams (PCMDI)

· Participants: Bob Drach (PCMDI), Ron Stauffer (GFDL), Balaji (GFDL), NCAR?, BADC?, trans-Pacific?

Appendix B: 18-MONTH MINIMUM INITIAL FUNCTIONAL REQUIREMENTS (Late-2008)

· Satisfying IPCC, CCSM, CCES needs

· Portal interface

· Security

· Single sign-on

· User Registration, group management

· Catalog Services

· Updated schema (including new science requirements, new grid requirements)

· Searching and browsing

· Publication

· Metrics

· Monitoring

· Product Server component

· Local disk (mass storage support later)

· Aggregation

· Integrate existing product server(s)

· Non-http delivery services (FTP-like)

· Analysis from (multiple) native grids

· CCSM data reorganization

· Packaging/deployment
